
ORIGINAL RESEARCH
published: 09 June 2022

doi: 10.3389/frai.2022.832909

Frontiers in Artificial Intelligence | www.frontiersin.org 1 June 2022 | Volume 5 | Article 832909

Edited by:

Jan Kieseler,

European Organization for Nuclear

Research (CERN), Switzerland

Reviewed by:

Alexander Radovic,

Borealis AI, Canada

Georgia Karagiorgi,

Columbia University, United States

*Correspondence:

Shixiao Liang

liangsx@rice.edu

Specialty section:

This article was submitted to

Big Data and AI in High Energy

Physics,

a section of the journal

Frontiers in Artificial Intelligence

Received: 10 December 2021

Accepted: 12 May 2022

Published: 09 June 2022

Citation:

Liang S, Higuera A, Peters C, Roy V,

Bajwa W, Shatkay H and Tunnell CD

(2022) Domain-Informed Neural

Networks for Interaction Localization

Within Astroparticle Experiments.

Front. Artif. Intell. 5:832909.

doi: 10.3389/frai.2022.832909

Domain-Informed Neural Networks
for Interaction Localization Within
Astroparticle Experiments
Shixiao Liang 1*, Aaron Higuera 1, Christina Peters 2, Venkat Roy 3, Waheed U. Bajwa 3,

Hagit Shatkay 2 and Christopher D. Tunnell 1

1Department of Physics and Astronomy, Rice University, Houston, TX, United States, 2Department of Computer and

Information Sciences, University of Delaware, Newark, DE, United States, 3Department of Electrical and Computer

Engineering, Rutgers University, Piscataway, NJ, United States

This work proposes a domain-informed neural network architecture for experimental

particle physics, using particle interaction localization with the time-projection chamber

(TPC) technology for dark matter research as an example application. A key feature of

the signals generated within the TPC is that they allow localization of particle interactions

through a process called reconstruction (i.e., inverse-problem regression). While

multilayer perceptrons (MLPs) have emerged as a leading contender for reconstruction

in TPCs, such a black-box approach does not reflect prior knowledge of the underlying

scientific processes. This paper looks anew at neural network-based interaction

localization and encodes prior detector knowledge, in terms of both signal characteristics

and detector geometry, into the feature encoding and the output layers of a multilayer

(deep) neural network. The resulting neural network, termed Domain-informed Neural

Network (DiNN), limits the receptive fields of the neurons in the initial feature encoding

layers in order to account for the spatially localized nature of the signals produced within

the TPC. This aspect of the DiNN, which has similarities with the emerging area of graph

neural networks in that the neurons in the initial layers only connect to a handful of neurons

in their succeeding layer, significantly reduces the number of parameters in the network

in comparison to an MLP. In addition, in order to account for the detector geometry,

the output layers of the network are modified using two geometric transformations to

ensure the DiNN produces localizations within the interior of the detector. The end result

is a neural network architecture that has 60% fewer parameters than an MLP, but that

still achieves similar localization performance and provides a path to future architectural

developments with improved performance because of their ability to encode additional

domain knowledge into the architecture.

Keywords: astroparticle physics, direct-detection dark matter, machine learning, neural network, reconstruction,

time-projection chamber

1. INTRODUCTION

Astroparticle physics has experienced a renaissance during the last decade. For instance,
experiments searching for exotic phenomena related to neutrinos and dark matter particles have
made significant advances in answering fundamental questions in both cosmology and particle
physics (Giuliani et al., 2019; Billard et al., 2021). Often these experiments conduct extreme

https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2022.832909
http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2022.832909&domain=pdf&date_stamp=2022-06-09
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org
https://www.frontiersin.org/journals/artificial-intelligence#articles
https://creativecommons.org/licenses/by/4.0/
mailto:liangsx@rice.edu
https://doi.org/10.3389/frai.2022.832909
https://www.frontiersin.org/articles/10.3389/frai.2022.832909/full












Liang et al. Domain-Informed Networks for Interaction Localization

FIGURE 6 | Radial error R̂− R on 100 electrons simulated S2s. A positive

radial error means the S2 is localized further away from the center of the

detector than the true position and vice versa. Both the DiNN and MLP model

cannot localize S2s in R > 60 cm region as accurate as S2s in R < 60 cm

region, resulting in a wider spread in R > 60 cm region and the positive radial

error is suppressed by the constrained output in the region extremely close to

the detector wall for the DiNN.

scale it to the radius of the TPC RTPC. The square to diskmapping
is shown in Equation (4).

x′ = RTPC
x
√

x2 + y2 − x2y2
√

x2 + y2
, y′ = RTPC

y
√

x2 + y2 − x2y2
√

x2 + y2

(4)

4.3. Implementation
We implemented a prototype neural network model using the
graph-constrained layer and the constraint on the output space.
The architecture of this neural network model is shown in
Figure 5. The input vector EHt ∈ R

nt
≥0 is embedded into an

input layer with dimension 253 alone with the positions of
photosensors. After the input layer there are 6 graph-constrained
layers, with dimension [217, 169, 127, 91, 61, 37] respectively. In
each layer, the assigned positions for the neurons are arranged
in rings and distributed roughly uniformly in a circle that is
approximately the same area as the TPC cross section. The
threshold for connection used for this model is 30 cm and
justification for this choice is discussed in Section 6. There are two
fully connected layers after the graph-constrained layers, with the
last one using TANH squashing function to produce a temporary
output constrained to a filled square. The FG-squircle mapping
is implemented to map the temporary square output onto the
desired disk output space. The number of trainable parameters
in this model is 22,921, less than 0.2 times the number of
parameters in a fully connected network of the same architecture
as this model.

The model is implemented with TensorFlow (Abadi et al.,
2015). We train the model on 5 × 105 simulated S2 patterns for
250 epochs with Adam optimizer (Kingma and Ba, 2014) using
mean squared error as loss function. A adaptive learning rate

scheduler is applied to lower the learning rate when the validation
loss hits a plateau for more than 10 epochs. This model is referred
to as a DiNN model in the following sections.

5. EVALUATING PERFORMANCE OF
INTERACTION LOCALIZATION

Here, we define the metrics used to evaluate the performance
of methods developed for S2 localization. The models are tested
on simulated S2 signals with known true positions, which is
needed for the calculation of these metrics. We then compare
the performance of the DiNN model and a 4-layer MLP model
trained on the same data set with the same optimizer and training
configuration using these metrics. The MLP model, which is
very similar to the one used in Aprile et al. (2019b), has 57,842
trainable parameters.

We use Ex to denote the true S2 position used in simulation

and Êx to denote the prediction based on the model for a given
S2 pattern. R = |Ex| is the distance of the true S2 position from
the center of the detector, commonly called the radius of S2. The

difference between the true and predicted S2 positions, Êx − Ex, is
the localization error. As mentioned in Section 3, the S2 pattern is
dependent on the number of electrons that generate the S2 signal.
Wemainly use simulated S2s generated by 100 electrons, referred
to as 100 electron S2s, because this is approximately the intensity
of S2 signals caused by dark matter particle interactions.

When searching for rare events, such as dark matter particle
interactions, the radius of an interaction is more commonly
used than the (x, y) coordinate in statistical inference (Aprile
et al., 2019b). Figure 6 shows the distribution of the difference
between the true and predicted S2 radii, R̂ − R, on simulated
100 electron S2s as a function of the true radius, R, for the MLP
and DiNN model. Notice in the R < 60 cm region, the S2s are
localized with radius error less than 1 cm, and R̂ − R has no
dependence on true radius, which is compatible with the goal
of setting the uncertainty of S2 localization to be one order of
magnitude lower than the scale of the photosensors. In the R >

60 cm region, both the GCN and MLP models cannot maintain
the same performance as they do in R < 60 cm region. The
deteriorated performance could result from incomplete sampling
of S2 signals in this region since there are no photosensors
outside the detector. The large difference in the behavior in the
R < 60 cm and R > 60 cm regions by both the DiNN and
MLP models motivates a comparison of the two regions using
other metrics.

While the (x, y) coordinate is not directly used for physical
analysis, it is useful for diagnostic analysis for the detector. A
high position resolution is crucial for identifying the topology
of interactions (Wittweg et al., 2020). Thus, the distribution of

localization error, Êx − Ex, is useful for evaluating the performance
of the models. The distribution of localization errors is shown in
Figure 7. We calculate themean value and the root mean squared
(RMS) of the localization error for quantitative comparison. A
small mean value in both the x and y direction indicates that the
localization is not biased toward any direction, which appears to
be the case for both the DiNN and MLP model in both R < 60
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cm region and R > 60 cm region. A smaller RMS indicates more
accurate localization. The DiNN model has similar RMS in both
regions to the MLP model.

The difficulty of localizing S2s varies with the intensity of
S2. The 90th percentile of localization error can provide us an
intuitive understanding of the resolution of localization as a

FIGURE 7 | Distribution of localization error, Êx − Ex, for a test set of simulated 100 electron S2 signals. S2 signals with R < 60 cm (top) have a smaller RMS than

interactions with R < 60 cm (bottom).

FIGURE 8 | The 90th percentile of localization error as a function of S2 intensity, for (A) R < 60 cm and (B) R > 60 cm. S2s with higher intensities are localized with

smaller error by both models, and S2s at R > 60 cm region are localized with larger error than S2s at R < 60 cm region, both as expected.
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FIGURE 9 | Radial distribution of simulated single electron S2 signals. The

MLP model localizes 2,346 of 250,000 S2s outside the detector, while the

DiNN model localizes all of them inside the detector with the output constraint.

FIGURE 10 | The RMS of localization error (left axis) and the number of

trainable parameters in the DiNN model (right axis) as functions of threshold

used for the graph constrained layers in the model. The RMS decreases as the

threshold increases until the threshold reaches 30 cm, but the number of

parameter still increases as the threshold increases. The RMS is calculated on

models’ prediction of simulated 100 electron S2s and averaged over x,y

dimension.

function of S2 intensity level. As shown in Figure 8, the 90th
percentile of localization error drops for both the DiNN and
MLP model as S2 intensity increases. Again the 90th percentile
of localization error is much larger in R > 60 cm region. In both
regions the DiNN model has marginally smaller 90th percentile
of localization error than the MLP model, which is consistent
with the result from 100 electrons S2s shown in Figure 7.

As stated in Section 4, smaller S2s are more sensitive to being
localized outside the detector by the MLP model. We tested both
the GCN andMLPmodel on simulated single electron S2s, which
are the smallest possible S2s in the DP-LXeTPC detectors, to
demonstrate the effect and determine how it is changed by the

constrained output. Figure 9 shows the result of this test. The
MLPmodel localizes a considerable amount of single electron S2s
outside the detector, while the DiNN model localizes all the S2s
inside the detector.

6. OPTIMIZING THE TUNABLE
PARAMETERS IN THE METHOD

We introduced a parameter (distance threshold) in the graph
constrained layer to determine its connections to the input
layer. A smaller threshold means sparser connections and
weaker representation power. A larger threshold means denser
connections and stronger representation power, but also more
parameters in the layer. When the threshold is large enough, the
layer becomes fully connected, which is identical to the basic
building block of MLP models. Intuitively, a threshold roughly
equal to the scale of the region where a photosensor can receive
light is the most meaningful and thus should work well. A
well-selected threshold is essential for models built with graph
constrained layers to achieve maximum performance with the
least parameters.

To find the optimal threshold for the DiNNmodel, we trained
a series of models of the same architecture, but with different
distance thresholds. We also trained a DiNN model with a
sufficiently large threshold so that all the graph constrained layers
are fully connected. The purpose of this model is to set the
limit for the performance that can be reached by the DiNN
model. The total number of trainable parameters in the fully
connected DiNN model is 133,906. All the models are evaluated
on a test set of simulated 100 electrons S2s and the result is
shown in Figure 10. When the threshold is small, the network
does not have enough parameters to represent the mapping from
S2 patterns to S2 positions. Increasing the threshold lowers the
RMS of the distribution of localization errors. However, when
the threshold is larger than 30 cm, the RMS reaches the same
level as that using the fully connected DiNN model. Further
increasing threshold does not lower the RMS of the distribution,
but still increases the number of parameter in the DiNN model.
In conclusion, a threshold of 30 cm appears to be optimal and
thus is used for building the prototype DiNN model.

The two components of the DiNN model, the main body
built with graph constrained layer and the geometry-constrained
output layer are not closely related and could be applied to
models separately. Particularly, the TANH activation function
and the FG-squircle mapping used for the constrained output
layer introduces nonlinearity into the model, which might create
difficulty for the model to learn the mapping from S2 patterns
to S2 positions, especially at the regions close to the detector
wall. To evaluate the effect of the main body built with graph
constrained layer and the geometry-constrained output layer, we
build and train MLP models and DiNN models with both linear
output and geometry-constrained output and compare the RMS
of the distribution of the localization errors on 100 electrons
simulated S2s. The results are shown in Table 2. The models with
constrained output have similar RMS in both R < 60 cm region
and R > 60 cm region, which indicates that the nonlinearity
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TABLE 2 | Results for different combinations of neural network architectures and

output layers.

Architecture Output RMS [cm]

(R < 60 cm)

RMS [cm]

(R > 60 cm)

4-layer MLP Linear 0.2363 0.3558

4-layer MLP Constrained 0.2331 0.3406

DiNN Linear 0.2314 0.3470

DiNN Constrained 0.2280 0.3419

4-layer MLP with linear output is the same as the MLP model discussed in Section 5 and

DiNN with constrained output is the same as the model shown in Figure 5. The RMS is

calculated on models’ prediction of simulated 100 electron S2s and averaged over x,y

dimension.

introduced by the constrained output is not too complex for
neural network models to learn and is not making localization
at the region close to the detector wall difficult.

7. CONCLUSION AND FUTURE WORK

We introduce the concept of Domain-informed Neural
Networks (DiNNs) for the application of the localization of
S2 signals in experimental astroparticle physics. Using our
prior knowledge of the S2 signal characteristics, we introduce
an architectural constraint that limits the receptive field of
the hidden layers. Using our prior knowledge of the detector
geometry, we additionally introduce a constraint and geometrical
transformation on the output layer.

A prototype DiNN model built with these two constraints
is trained and tested on S2s simulated from a generic G2 dark
matter search. This prototype model reached the same level
of performance as a multilayer perceptron (MLP) model while
containing 60% fewer trainable parameters. Therefore, with a
careful selection of the distance threshold related to how far
a sensor ‘sees’, the graph-constrained layers within the DiNN
can greatly reduce the number of trainable parameters without
degrading the performance of the prototype DiNN model.
Additionally, the network is more interpretable in the sense that
the output constraint puts meaningful and practical limit on
the outputs of this regression problem for the first time. Such
a constraint can also be used for other neural network models

for regression problems that predict positions within a detector
using sensors with a limited field of view. The physics-informed
locality constraint can further be applied to other astroparticle
detectors such as liquid argon TPCs. Additionally, the method
used for constructing this constraint can be transferred to other
problems with irregular sensor arrangements.

The idea behind graph-constrained layers has some
similarities with attention-based methods, which have proven
successful in many tasks including localization-related computer
vision task (Carion et al., 2020) as they focus on parts of
the inputs. The attention mechanism allows neural networks
to focus on parts of the input in a way that is learnt from
data, but requires more computational resources. We are
interested in efficiently combining our method with features
that are learned in a data-driven manner by attention-based
methods. Our future work is aimed at using these models
on the spatiotemporal data, with a focus on calorimetry or
signal detection.
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