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Abstract—Exploiting multiple physical layers for communica-
tions has gained increasing interest recently to improve relia-
bility and/or coverage range. Powerline and unlicensed wireless
communication networks are attractive candidates to realize this
objective because of their ubiquity. However, their performance
can be severely degraded by impulsive noise (IN) and narrow-
band interference (NBI), respectively. In this paper, we exploit
the inherent sparse structures of NBI and IN in the frequency
and time domains, respectively, to propose an efficient joint
estimation and mitigation scheme based on compressive sensing
(CS) principles. Moreover, we investigate the metric of maximum
expected coherence of our scheme for realistic powerline com-
munication (PLC) and wireless channels, which provides some
insight into its performance. Finally, our numerical experiments
demonstrate the superiority of jointly processing the wireless and
PLC channel outputs for CS-based NBI and IN mitigation over
separate processing of individual channel outputs.

I. INTRODUCTION

Receive diversity techniques are widely used in wireless
systems to mitigate deleterious channel fading effects [1].
To further improve the reliability and/or increase the cov-
erage range of broadband transmissions, there has been an
increased interest in achieving additional diversity through
multiple physical layers. Unlicensed wireless communication
and powerline communication (PLC) have emerged as ideal
candidates for this objective due to their ubiquity [2], [3].

In-home broadband PLC standards such as IEEE P1901.1
and ITU-T G.hn [4] use orthogonal frequency division mul-
tiplexing (OFDM) and operate in the 1.8–250 MHz fre-
quency band. In-home broadband wireless local area networks
(WLAN) standards such as IEEE 802.11g/n also use OFDM
modulation and operate in the unlicensed 2.4 GHz and/or 5
GHz ISM frequency bands. In order to improve transmission
reliability, a hybrid PLC-wireless system can simultaneously
transmit OFDM symbols over both PLC and WLAN channels
and can then jointly process the signals received by the PLC
and WLAN modems for exploitation of the independence of
the channel and interference characteristics of the two phys-
ical media. Note that while channel fading and interference
in receive-diversity based wireless systems follow the same
statistical distributions on all branches, these distributions are
markedly different for the PLC and wireless branches.

Despite its advantages, a hybrid PLC-wireless system faces
two main challenges. First, in-home PLC networks suffer from
impulsive noise (IN) due to abrupt voltage changes caused
by on-off switching of in-home appliances and power elec-
tronics devices such as silicon-controlled rectifiers, switching
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regulators, and brush motors [5]. Second, WLAN signals
experience narrow-band interference (NBI) from co-existing
wireless communication systems sharing the same frequency
band such as cordless phones and Bluetooth devices [6].
Our goal in this paper is to investigate novel approaches for
mitigation of this NBI and IN in hybrid PLC-wireless systems
by exploiting the inherent sparse structures of NBI and IN in
the frequency and time domains, respectively.

In terms of prior works, mitigation of NBI and IN in OFDM
systems has been studied in [2], [3], [6], [7]. But [2], [3] do not
exploit the sparse structures of NBI and IN. Also, [2] assumes
flat-fading PLC and wireless channels, while [3] assumes them
to be deterministic. Both [6] and [7] do exploit sparsity of
NBI and IN to mitigate them using compressive sensing (CS)
techniques [8]. They demonstrate that CS-based mitigation of
NBI or IN performs much better than traditional interference
cancelation schemes. However, both of these works focus
on individual NBI and IN mitigation, as opposed to joint
mitigation of NBI and IN in hybrid PLC-wireless systems.

To the best of our knowledge, this paper is the first to
study joint mitigation of NBI and IN in hybrid PLC-wireless
systems by jointly exploiting the sparsity of NBI and IN using
CS techniques. To summarize, the main contributions of this
paper are as follows. First, we develop a novel CS-based
framework to jointly mitigate NBI and IN in hybrid PLC-
wireless systems by exploiting their inherent sparsity in dif-
ferent domains. Our formulation in this regard accommodates
multiple receive antennas and multiple PLC wires. Second,
we heuristically motivate the gains associated with CS-based
joint NBI and IN mitigation by investigating the metric of
maximum expected coherence for realistic PLC and WLAN
channel models. Finally, we quantify the gains of our approach
through numerical experiments that compare the performances
of joint and individual processing of PLC and WLAN received
signals for a wide range of NBI and IN power levels.

Notation: Lower- and upper-case bold letters denote vectors
and matrices, respectively. Also, I and F denote the identity
and the Fast Fourier transform (FFT) matrices, respectively,
while subscripts denote their sizes. The frequency domain
matrices/vectors are denoted by A

(i)
x /a(i)

x , where x ∈ {W,P}
denotes the transmission system with W and P for wireless
and PLC systems, respectively, while the superscript i indi-
cates the ith antenna or wire. The corresponding time domain
matrices/vectors are denoted by Ā

(i)
x /ā(i)

x . Finally, (·)H , (·)∗,
(·)T , E [·], and |·| denote the complex-conjugate transpose,
complex-conjugate, transpose, statistical expectation and ab-
solute value operations, respectively.

Paper Organization: Our system model, assumptions for
hybrid indoor PLC-wireless networks, and the problem for-
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mulation are described in Section II. Our CS-based approach
for joint mitigation of NBI and IN, and our discussion of
maximum expected coherence are presented in Section III.
Finally, numerical experiments and concluding remarks are
provided in Sections IV and V, respectively.

II. SYSTEM MODEL

We consider single-input-multiple-output (SIMO) OFDM-
based simultaneous transmissions over PLC and wireless
systems [3] (see Fig. 1). The wireless system operates in
an unlicensed WLAN band and consists of a single-antenna
transmitter and a receiver equipped with K antennas. The PLC
receiver can process up to β ∈ {1, 2, 3} outputs over its 3
wires. We assume each antenna at the wireless receiver suffers
from uncorrelated NBI and the 3 wires of the PLC channel
experience uncorrelated IN.1 Under these assumptions, the
received signals at the kth, k ∈ {1, . . . ,K}, antenna and the
jth, j ∈ {1, . . . , β}, wire are respectively given by:

ȳ
(k)
W =H̄

(k)
W x̄ + ī

(k)
W + n̄

(k)
W , and (1)

ȳ
(j)
P =H̄

(j)
P x̄ + ī

(j)
P + n̄

(j)
P , (2)

where the subscripts W and P denote the wireless and
PLC systems, respectively. Here, assuming M OFDM sub-
carriers, H̄

(k)
W and H̄

(j)
P denote M × M circulant chan-

nel matrices between the transmitter’s antenna/wire and the
kth/jth receiver’s antenna/wire of the wireless and PLC
systems, respectively. The first columns of these matrices

are
[
h̄

(k)T
W 01×M−LW

]T
and

[
h̄

(j)T
P 01×M−LP

]T
,

where h̄
(k)
W and h̄

(j)
P are the wireless and PLC channel impulse

response (CIR) vectors with LW and LP complex taps, re-
spectively. We assume that the wireless CIR taps are Rayleigh
distributed, while the PLC CIR taps are log-normal distributed
[2]. In addition, we assume the availability of perfect channel
state information (CSI) at the wireless and PLC receivers.
Using x for the M×1 OFDM data symbols vector, x̄ in (1), (2)
is defined as x̄ = F∗Mx. Further, n̄(k)

W and n̄
(j)
P denote complex

zero-mean circularly-symmetric additive-white-Gaussian noise
(AWGN) vectors at the kth/jth receiver’s antenna/wire with
variances σ2

W and σ2
P , respectively. Finally, the NBI (which is

sparse in the frequency domain) and the IN (which is sparse in
the time domain) effects at each antenna/PLC wire are denoted
by ī

(k)
W and ī

(j)
P , respectively.

Notice that we can take the FFT of (1) and (2) to obtain

FM ȳ
(k)
W︸ ︷︷ ︸

,y
(k)
W

=FMH̄
(k)
W F∗M︸ ︷︷ ︸

,Λ
(k)
W

x + FM ī
(k)
W︸ ︷︷ ︸

,i
(k)
W

+FM n̄
(k)
W︸ ︷︷ ︸

,n
(k)
W

, and (3)

FM ȳ
(j)
P︸ ︷︷ ︸

,y
(j)
P

=FMH̄
(j)
P F∗M︸ ︷︷ ︸

,Λ
(j)
P

x + FM ī
(j)
P + FM n̄

(j)
P︸ ︷︷ ︸

,n
(j)
P

, (4)

where Λ
(k)
W and Λ

(j)
P are M × M diagonal matrices whose

diagonal elements (denoted by
[
h

(k)
W,1 . . . h

(k)
W,M

]
and[

h
(j)
P,1 . . . h

(j)
P,M

]
) are the channel frequency response (CFR)

1This is a worst-case assumption since spatial correlation between the
outputs of the PLC and/or wireless system can be exploited to further mitigate
IN and NBI effects; see, e.g., [9] for an example from DSL systems.

coefficients of the kth/jth receiver’s antenna/wire of the wire-
less channel/PLC output, respectively. Here, i(k)

W denotes the
frequency-domain (FD) NBI vector at the kth antenna. In
particular, the sparsity of NBI (in frequency) and IN (in time)
means ‖i(k)

W ‖0 , ρ
(k)
W � M and ‖̄i(j)P ‖0 , ρ

(j)
P � M , where

‖ · ‖0 counts the number of nonzero entries of a vector.
Concatenating the received wireless and PLC signals in (3)

and (4) for all k ∈ {1, . . . ,K} and j ∈ {1, . . . , β} into a
single column vector results in

y
(1)
W
...

y
(K)
W

y
(1)
P
...

y
(β)
P


︸ ︷︷ ︸

,y

=



Λ
(1)
W
...

Λ
(K)
W

Λ
(1)
P
...

Λ
(β)
P


︸ ︷︷ ︸

,G

x +



i
(1)
W
...

i
(k)
W

FM ī
(1)
P

...
FM ī

(β)
P


︸ ︷︷ ︸

,i

+



n
(1)
W
...

n
(K)
W

n
(1)
P
...

n
(β)
P


︸ ︷︷ ︸

,n

. (5)

Here, we term the M(K+β)×1 vector y as the measurement
vector, while we term the M(K + β) ×M matrix G as the
measurement matrix. Note that G comprises the CFR matrices
of the wireless and PLC channels, G ,

[
GH
W GH

P

]H
, where

GW and GP denote the concatenated FD channel matrices
for wireless and PLC channels, respectively. Finally, i denotes
the combined M(K + β)× 1 NBI and IN vectors, while n is
the equivalent M(K+β)×1 FD noise vector. Our main goal
here is to use (5) for estimation of the NBI and IN vectors.

III. CS-BASED JOINT ESTIMATION OF NBI AND IN

In order to estimate NBI and IN from y, we first get rid
of the unknown term Gx in (5) by projecting y onto the left-
null space of G using the following projection matrix [6], [7]:
Q = IM(K+β)−GG†, where G† denotes the Moore-Penrose
pseudoinverse of G that is given by

(
GHG

)−1
GH for the

case of a full column rank G. Since QG = 0M(K+β)×M , we
obtain the following expression after this projection step:

y′ , Qy = Qi + Qn , Qeqnieqn + n′. (6)

Here, ieqn ,
[
i
(1)T

W . . . i
(K)T

W ī
(1)T

P . . . ī
(β)T

P

]T
,

n′ , Qn, and the modified measurement matrix Qeqn is
defined in terms of Q as follows:

Qeqn = Q

[
IKM 0KM×βM

0βM×KM Iβ ⊗ FM

]
, (7)

where ⊗ denotes the Kronecker product operation.
A few remarks are in order now for Qeqn. First, Qeqn has

a closed-form expression due to the special structure of Q
and G which can be decomposed into diagonal matrices. In
particular, it follows after some manipulations that

Q =IM(K+β) −
[
GWGH

W GWGH
P

GPG
H
W GPG

H
P

]
× (IK+β ⊗Ψ) (8)
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Fig. 1. A block diagram of the system model of a SIMO hybrid wirless/PLC system. Here, red fonts are used to indicate sparse vectors.

with the matrix Ψ being defined as follows:

Ψ ,

[
Λ

(1)
W

(
Λ

(1)
W

)H
+ . . .+ Λ

(K)
W

(
Λ

(K)
W

)H
+Λ

(1)
P

(
Λ

(1)
P

)H
+ . . .+ Λ

(β)
P

(
Λ

(β)
P

)H]−1

.

In particular, under the assumption of perfect CSI, Q can
be efficiently computed since it mainly involves comput-
ing the inverse of diagonal matrix Ψ of size M × M .
Second, the columns of Qeqn have same `2-norms in ex-
pectation. Due to space limitations, we only argue this
fact heuristically. Since we intend to keep the average re-
ceived power fixed, we can assume without loss of gen-
erality that the average wireless and PLC channel powers,

given by E
[∣∣∣h̄(k)H

W h̄
(k)
W

∣∣∣2] and E
[∣∣∣h̄(j)H

P h̄
(j)
P

∣∣∣2] , ∀k, j ∈
{1, . . . ,K} and {1, . . . , β}, respectively, are normalized to
one. Next, since the CIR taps are assumed independent, the
CFR coefficients have equal variances [10]. Using these facts,
our statement can be established after some manipulations.

We have now reduced our problem of NBI and IN estima-
tion to the linear model (6). While one can attempt to use
traditional estimation approaches in this setting to estimate
ieqn, we know from [6]–[8] that exploitation of the sparsity of
ieqn can result in much better performance. Specifically, the CS
theory suggests to estimate sparse vectors by solving problems
of the form (6) as follows:

îeqn , argmin
i∈C(K+β)M

‖Qeqni− y′‖22 subject to ‖i‖0 = S, (9)

where S is the number of nonzero elements of ieqn, defined as
S ,

∑K
k=1 ρ

(k)
W +

∑β
j=1 ρ

(j)
P .

Note that while (9) in its stated form has combinatorial
complexity, there exist a number of greedy and optimization-
based approaches in the CS literature that can be used to solve
this problem in an efficient manner. In this paper, we promote
the use of a well-known greedy algorithm, termed orthogonal
matching pursuit (OMP) [11], which estimates îeqn by itera-
tively selecting S columns of Qeqn that are most correlated

with the observations y′ and then solving a restricted least-
squares problem using the selected columns. We have chosen
OMP for its computational simplicity and we summarize its
main steps in the following.

Inputs: Vector y′, matrix Qeqn, and sparsity level S.
Initialization: Define index set I0 = {}, and set residual

r0 = y′, estimate îeqn = 0(K+β)M , and iteration count l = 1.
The lth iteration:

1) Compute δi =
∣∣rHl−1Qeqn(:, i)

∣∣ for all i /∈ Il−1.
2) Choose index of the next nonzero entry computed during

the lth iteration as cl = argmax
i

δi.

3) Update the indices of nonzero entries as Il = Il−1 ∪ cl.
4) Set îeqn(Il) = (Qeqn(:, Il))

†
y, where îeqn(Il) denotes the

elements of îeqn that are indexed by Il.
5) Compute the residual error term at the lth iteration as

rl = y −Qeqn(:, Il)ieqn(Il).
6) If l = S then exit, else set l = l + 1 and go to Step 1.
We conclude our discussion of CS-based joint estimation of

NBI and IN by noting that our scheme can be improved by
imposing individual sparsity constraints on the NBI and IN
components of ieqn in (9). Also, it can be further improved by
getting rid of the worst-case assumption that the PLC and wire-
less outputs are uncorrelated. This assumption means that the
supports of NBI and IN in ieqn are generally non-overlapping.
But we expect spatial correlations in practical systems, which
would lead to overlapping NBI and IN supports in ieqn and
which can be exploited for improved performance. We will
pursue these improvements in future works.

A. Preliminary Analysis

While we carry out extensive numerical experiments in Sec-
tion IV to demonstrate the superiority of our proposed scheme,
we are also interested in an analytical understanding of its
performance. It is now well understood in the CS literature
[8] that the performance of any sparse recovery method is a
function of some measure/property of the measurement matrix
(Qeqn in our case) [12]. In particular, the performance of
OMP tends to be inversely proportional to the correlations
between the (normalized) columns of Qeqn [12], [13]. While
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an exact specification of these correlations is beyond the scope
of this paper, we carry out an analysis of these correlations in
expectation to develop some insights into the performance of
our proposed scheme. Specifically, we analyze the maximum
expected coherence of Qeqn in the following, which we define
as follows:2 µ̄max , max

i,j:i6=j
{E
[∣∣Qeqn(:, i)HQeqn(:, j)

∣∣]}. It is

important to note here that µ̄max is just an expected measure
of correlations between the columns of Qeqn and, as such,
a small µ̄max cannot guarantee that OMP will necessarily
perform well for our setup. Nonetheless, a large µ̄max (close
to 1) will suggest that the modified measurement matrix under
consideration is not well suited for sparse recovery problems.

To characterize µ̄max for our problem, we proceed as
follows. Using the definition of Qeqn in (7) and the fact that
Q is a projection matrix (i.e., QHQ = QQ = Q), we obtain

Qeqn(:, i)HQeqn(:, j) = (10)

eHi

[
IKM 0KM×βM

0βM×KM Iβ ⊗ FHM

]
Q

[
IKM 0KM×βM

0βM×KM Iβ ⊗ FM

]
ej ,

where ei is an M × 1 unit vector whose ith entry is equal
to one and whose other entries are equal to zero. Next, we
substitute the expression for Q derived in (8) into (10) to
obtain Qeqn(:, i)HQeqn(:, j) as shown in (11) on the top of
the next page. We can see in (11) that the expression for
|Qeqn(:, i)HQeqn(:, j)|, i 6= j, involves a 2 × 2 block matrix.
The (1,1) block of it consists of diagonal matrices, with the
(q, u) diagonal submatrix, q, u = 1, . . . ,K, having entries∣∣∣∣∣

[
Λ

(q)
W

(
Λ

(u)
W

)H
Ψ

]
v,v

∣∣∣∣∣ = (12)∣∣∣h(q)
W,v

∣∣∣ ∣∣∣h(u)
W,v

∣∣∣∣∣∣h(1)
W,v

∣∣∣2 + . . .+
∣∣∣h(K)
W,v

∣∣∣2 +
∣∣∣h(1)
P,v

∣∣∣2 + . . .+
∣∣∣h(β)
P,v

∣∣∣2 ,
where [.]v,z denotes the (v, z) entry of a given matrix.
Moreover, blocks (1,2) and (2,1) are conjugate transposes
of each other, with the (v, z) entry of the (q, u) submatrix,
q = 1, . . . ,K, u = 1, . . . , β, in the (1,2) block given by∣∣∣∣∣

[
Λ

(q)
W

(
Λ

(u)
P

)H
ΨFM

]
v,z

∣∣∣∣∣ = (13)

1√
M

∣∣∣h(q)
W,v

∣∣∣ ∣∣∣h(u)
P,v

∣∣∣∣∣∣h(1)
W,v

∣∣∣2 + . . .+
∣∣∣h(K)
W,v

∣∣∣2 +
∣∣∣h(1)
P,v

∣∣∣2 + . . .+
∣∣∣h(β)
P,v

∣∣∣2 .
Finally, block (2,2) comprises circulant matrices, which
are completely defined by their first rows. In particular,
the first row of its (q, u) submatrix, q, u = 1, . . . , β, is

1√
M

(
diag

[
Λ

(q)
P

(
Λ

(u)
P

)H
Ψ

])T
F∗M .

Notice from this discussion that the denominator in each
entry of the block matrices in (11) decreases with an increase
in the number of received outputs. This in turn implies that the
quantity |Qeqn(:, i)HQeqn(:, j)|, i 6= j, reduces. Consequently,

2We are forgoing normalization of the columns of Qeqn here to simplify the
evaluation of µ̄max, which is justified by virtue of the fact that the columns
of Qeqn have same norms on average.

the maximum expected coherence µ̄max reduces as well. This
analytical observation can also be heuristically justified by
noting that an increase in the number of outputs increases the
dimension of the column space of the modified measurement
matrix. It then reduces the possibility that any two columns
of the modified measurement matrix will be highly correlated.
We conclude from this that µ̄max is a function of the PLC
and wireless CFRs. In the next section, we will numerically
evaluate µ̄max for practical PLC and wireless channel charac-
teristics as well as for different values of K and β. We will
be normalizing the columns of Qeqn in those experiments and
evaluating the closeness of µ̄max to 1 in that setting.

IV. NUMERICAL RESULTS

In this section, we report the results of our numerical
experiments to evaluate the performance of our proposed CS-
based scheme for joint mitigation of NBI and IN in hybrid
PLC-wireless systems. Our experimental setup corresponds
to K = 3, β = 3 and M = 64, and our comparison
is with a setup involving CS-based separate wireless and
PLC processing. In terms of wireless modeling, we assume
wireless channels with a uniform power delay profile, LW = 8
zero-mean complex Gaussian taps, and normalized powers:
E
[
|h̄(k)H
W h̄

(k)
W |2

]
= 1, k ∈ {1, 2, 3}. We also assume the

receive antennas suffer from independent contiguous narrow-
band interferers that occupy independent subcarrier indices
and whose amplitudes are independent zero-mean complex
Gaussian taps with fixed NBI-to-background Gaussian noise

(NBI-GN) ratio, defined as
E
[
i
(k)H
W i

(k)
W

]
σ2
W

, ∀ k ∈ {1, 2, 3}. Fi-
nally, we assume each narrowband interferer has a fixed width
of 3 contiguous subcarriers, i.e., ρ(k)

W = 3, ∀ k ∈ {1, 2, 3}.
This setup is similar to a Bluetooth signal (with 1 MHz
bandwidth) interfering with an IEEE 802.11 g/n signal (with
20 MHz bandwidth) [14], and is of high practical interest due
to commonly collocated Bluetooth and WLAN signals in the
2.4 GHz frequency band.

In terms of PLC modeling, we assume each PLC channel
consists of two equal-power taps, i.e., Lp = 2, having
uniformly-distributed phases and lognormal distributed magni-
tudes with standard deviations of 0.6 [2], [15]. We once again
work with unit-power channels, E

[
|h̄(j)H
P h̄

(j)
P |2

]
= 1, ∀ j ∈

{1, 2, 3}, while we assume the IN is spread over 3 contiguous
time samples, i.e., ρ(j)

P = 3, ∀ j ∈ {1, 2, 3}. Finally, we
assume a fixed IN-to-background Gaussian noise (IN-GN)

ratio, defined as
E
[̄
i
(j)H
P ī

(j)
P

]
σ2
P

, j ∈ {1, 2, 3}.
To quantify the performance of our proposed scheme in

terms of NBI and IN estimation accuracy, we use the per-
formance metric of average error vector magnitude (AEVM),
which we define as η ,

∑U
u=1 ‖ieqn−îeqn‖22∑U
u=1 ‖ieqn‖22

with U denoting
the number of channel realizations (U = 5000 in these
experiments). Note that a smaller value of η indicates better
estimation performance. In Fig. 2, we plot η for both joint
(our scheme) and separate processing for different NBI-GN
and IN-GN levels. Two conclusions can be drawn from this
figure. First, the higher the NBI-GN and IN-GN levels, the
better the estimation performance for both joint and separate
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Qeqn(:, i)HQeqn(:, j) = eHi IM(K+β)ej (11)

− eHi
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Fig. 2. AEVM for joint (solid lines) and separate (dashed lines) processing
for different NBI-GN and IN-GN levels.

processing. Second, and most importantly, our joint processing
always leads to better performance than separate processing.

Fig. 3 shows the empirical cumulative distribution function
(CDF) of the inner products of all the (normalized) measure-
ment matrix columns in case of joint and separate processing.
The total numbers of the inner product terms for joint, wireless
and PLC outputs are equal to (M(K + β))

2 −M(K + β),
(MK)

2 −MK, and (Mβ)
2 −Mβ, respectively. This figure

shows that the inner product magnitudes are sufficiently less
than 1, which points to the likely success of OMP for joint
sparse recovery of the IN and NBI signals [12], [13].

Next, we discussed in Section III that the metric of µ̄max can
be used to roughly understand if the modified measurement
matrix (which is a function of the PLC and wireless channel
characteristics) would result in reliable estimation. We evaluate
µ̄max in Table I, which shows that joint processing results
in a smaller µ̄max. Note that for wireless-only processing,
µ̄max = 1 for K = 2 because of the special structure of
the modified measurement matrix in that case, which results
in some of the columns being fully-correlated. But this can
be avoided by either resorting to joint processing or using a
carefully-designed precoder matrix such that the equivalent
measurement matrix has smaller µ̄max. (For example, one
could use a unitary random precoder matrix with independent
and identically-distributed zero-mean Gaussian elements, as
in [6].) Note that fully-correlated columns do not arise during
PLC-only processing since the FFT matrix essentially acts as

|<Q
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Fig. 3. CDF for the inner products of the modified measurement matrix
columns.

a precoder in the (2,2) block of Qeqn in (7). Finally, separate
processing always leads to a full-rank measurement matrix
with no left null space in the case of a single antenna or wire.
In this case, pilot subcarriers can be exploited as in [6], [7] to
make the measurement matrix rank deficient and, hence, have
a non-trivial left null space.

TABLE I
MAXIMUM EXPECTED COHERENCE FOR DIFFERENT ANTENNAS AND

WIRES CONFIGURATIONS

Joint processing Wireless only PLC only
K = 3, β = 3 0.19 0.47 0.28
K = 3, β = 2 0.24 0.47 0.55
K = 2, β = 3 0.24 1 0.28
K = 2, β = 2 0.32 1 0.55

Next, we present bit-error rate (BER) results in Fig. 4. Our
results are plotted as a function of the signal-to-background-
noise ratio (SNR) for fixed signal-to-NBI (S-NBI) and signal-

to-IN ratios, defined as
E[xHx]

E
[
i
(k)H
W i

(k)
W

] and
E[xHx]

E
[
i
(j)H
P i

(j)
P

] ∀ k, j ∈
{1, 2, 3}, respectively. In this paper, we assume for simplicity
the same SNR for both the PLC and wireless systems, although
these could be different in practice. Finally, our results are for
the spectral efficiency of R = 4 bits/sec/Hz.

We compare four setups in Fig. 4 to quantify the perfor-
mance gain of joint processing. In the first setup, NBI and
IN are treated as noise and maximal ratio combining (MRC)
is used to combine the received wireless and PLC signals.
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The second setup corresponds to separate processing in which
each system individually estimates and cancels NBI or IN, and
then MRC is used to combine both signals. Since it is shown
in [6], [7] that CS-based techniques outperform conventional
approaches to NBI and IN suppression, this setup corresponds
to CS-based individual NBI and IN estimation. The figure
shows that the NBI/IN cannot be completely canceled in this
setup and the residual NBI/IN results in an error floor. The
third setup represents the case of NBI and IN cancellation
using our proposed approach, which is able to eliminate the
error floor of [6], [7]. In particular, our proposed method is
able to approach the performance of the fourth setup that
corresponds to NBI and IN-free output.

We further quantify the performance gains of joint process-
ing over separate processing in Fig. 5. This figure plots the
BER as a function of the NBI and IN widths (support sizes) per
output, which we assume to be the same at each antenna and
wire, respectively. Since increasing the NBI and/or IN widths
reduces sparsity, it results in a higher BER. However, joint
processing is still able to significantly outperform separate
processing in this decreased sparsity setting.

V. CONCLUSION AND FUTURE WORK

We developed a new framework to jointly estimate and can-
cel NBI and IN in hybrid PLC-wireless systems by exploiting

the sparsity of NBI and IN in the frequency and time domains,
respectively. In addition, we analyzed the metric of maximum
expected coherence of our scheme and showed that this
metric does not approach one in the case of joint processing.
Furthermore, we carried out extensive numerical experiments
to demonstrate the superiority of our proposed joint PLC-
wireless processing scheme over separate processing schemes.

While our initial results are encouraging, a number of
aspects of this problem remain to be addressed. These aspects,
which will be the focus of our future work, include:
• In this paper, we considered synchronous NBI interferers

that lie exactly on the receiver FFT bins. In practice, the
received signal can experience asynchronous NBI with
fixed frequency offsets, which results in NBI power leak-
age across the FFT bins and destroys the sparsity of the
NBI. To overcome this problem, we can apply receiver
windowing (e.g., Hamming and Hanning windows) to
reduce the NBI energy leakage and restore its sparse
structure in the frequency domain as done in [6].

• While we assumed the practical case of the NBI and
IN bins/samples being contiguous, we did not exploit
this property to achieve further performance gains. CS
theory provides us with powerful tools to recover signals
that exhibit block-sparse structures with non-zero entries
concentrated in clusters (see, e.g., [16]). Therefore, it is
of great interest to investigate the performance gains and
complexity trade-offs of these algorithms and compare
them with the simple OMP algorithm used in this paper.
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